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Abstract— Recently, region-based 3D video coding has been
proposed. However, existing view synthesis distortion estimation
(VSDE) methods are performed at the frame level. To guide
the rate-distortion optimization process of region-based 3D video
coding schemes, this paper proposes the first pixel-level VSDE
(PL-VSDE) method. We first give the definition of the pixel-level
view synthesis distortion. To estimate it, a backward prediction
method is then developed, which starts from the pixels of interest
(POIs) in the virtual view and finds their corresponding pixels
in the reference view via a coarse-to-fine approach, denoted as
coarse-to-fine backward prediction (CFBP) method. Additionally,
the CFBP fully considers the details of 3D warping, the rounding
operation and the warping competition in view synthesis, leading
to improve accuracy of the prediction. Besides, a table-lookup
method and a warping property are introduced to speed up
the CFBP. After integrating the CFBP into the PL-VSDE,
we can estimate the view synthesis distortion at the pixel level.
Our method is carried out pixel-by-pixel independently, which
is friendly for parallel processing. The experimental results
demonstrate that our proposed method has significant advantages
in both accuracy and efficiency compared with the state-of-the-
art frame-level VSDE methods.

Index Terms— 3D video coding, depth-image-based rendering
(DIBR), distortion estimation, 3D warping.

I. INTRODUCTION

THREE dimensional (3D) video technology has been
widely studied, since it can provide a fresh immersive

experience of the real physical scene [1]. In 3D video systems,
a physical scene is firstly captured by several cameras from
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different viewing angles. Then, the captured data are encoded
by multi-view video plus depth (MVD) format [2]. After
transmission, the decoded MVD data can be used to synthesize
various virtual views that are not captured by the cameras via
the depth-image-based rendering (DIBR) technology [3].

Recently, some region-based 3D video coding schemes have
been proposed in [4]–[8], which can have better compression
performance and more flexible applications. For example, if an
interactive application only needs to synthesize some pixels
of interest (POIs) or some regions of interest (ROIs) in the
virtual view [9], the region-based 3D video coding can be
used to only encode the corresponding regions in the reference
views instead of the entire frames, which can greatly reduce
the encoding time, the amount of transmitted data, and view
synthesis complexity.

In 3D video applications, the distortion of the synthesized
virtual view is crucial to its quality. Many factors can result in
rendering distortions in 3D video systems. Generally, the lossy
compression (source coding) is considered as the main factor,
which introduces errors into the reference views (both texture
and depth images) at the encoder and further causes rendering
distortions in the synthesized virtual views at the decoder.
Unlike errors in the texture image, which only leads to color
distortion of the synthesized view, errors in the depth image
can change the spatial geometry information of the physical
scene, leading to unpredictable geometry distortion in the
synthesized view [10]. Therefore, accurate view synthesis
distortion estimation (VSDE) is desired [11]. For instance,
it can be used in the rate-distortion optimization to control
the view synthesis distortion [12].

However, most VSDE algorithms operate at the frame level,
such as algorithms in [13]–[15], where the changes of the
entire reference depth images are firstly analyzed with some
statistical methods. Then, 3D warping is used to propagate
the depth changes of the entire frame from reference views
to the virtual view [9], in order to estimate the geometric
distortion caused by depth changes. After being combined
with the statistics of the color information changes, the VSDE
is finally achieved. Generally, depth changes are regarded as
noises and the expectation of their associated disparity changes
are estimated by averaging over the entire frame in most VSDE
methods. This frame-based design limits their accuracies to be
at the frame level.

To implement row-by-row processing independently,
the method in [15] estimates the first moment by averaging
one row of the image, but it is essentially still a frame-based
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VSDE method. Therefore, the existing methods are not
suitable for the emerging region-based 3D video coding
schemes, which need to selectively estimate the distortion
of some POIs in the virtual view instead of the entire
frame. Additionally, only 3D warping is considered during
modeling depth changes propagation in these methods, while
some key components in DIBR are ignored, namely the
warping rounding operation and warping competition [16].
This causes some loss of their accuracy. A detailed analysis
will be given later. Therefore, an accurate and pixel-level
VSDE method is desired for region-based 3D video coding
applications.

In this paper, we develop the first VSDE method that can
estimate the distortion of the POIs in the synthesized view at
the pixel level so that it can be used by region-based 3D video
coding schemes. The main contributions of the paper are listed
as follows:

• We carefully analyze the depth-change-caused view syn-
thesis distortion, which shows that the accuracies of
the traditional depth-change-caused VSDE algorithms
are not satisfactory, since they only use 3D warping
to roughly propagate the depth-change-caused distortion
from reference view to the warped view. To improve
their accuracies, both the rounding operation and warping
competition should be considered as well.

• We propose a pixel-level view synthesis distortion esti-
mation method (PL-VSDE) to better serve the emerging
region-based 3D video coding schemes. Our method is
based on a backward prediction, which starts from a pixel
in the virtual view, and find its corresponding pixel in
the reference view via a coarse-to-fine approach. Besides,
it also considers the details in 3D warping, rounding
operation, and warping competition.

• We use a table-lookup method and the warping property
to further speed up the CFBP. Besides, our method can
be implemented pixel-by-pixel independently, which is
friendly for parallel processing.

The outline of the rest of our paper is as follows. Section II
reviews the techniques of view synthesis at first, and then
analyzes the depth-change-caused view synthesis distortion.
Section III and IV present the PL-VSDE and CFBP meth-
ods, respectively. Section V presents experimental results and
Section VI concludes this paper.

II. REVIEW AND ANALYSIS

A. Review of View Synthesis Algorithm

In this paper, only the DIBR-based view synthesis algorithm
with 1D parallel mode is considered, which is briefly reviewed
in this section. Generally, the algorithm contains two main
steps: i) forward warping step, and ii) blending step. The
details can be found in [16] and [17].

The forward warping step aims to warp all the texture pixels
in the reference view to the warped view, which includes
three sub-steps: i) 3D warping, ii) rounding operation, and
iii) warping competition. To better understand these sub-steps,
an example is shown in Fig. 1, where the left reference view

Fig. 1. Illustration of the sub-steps of the forward warping step. The size of
the dashed squares represent the precision of the rounding operation.

vr is warped to the virtual view vw . The warping method from
the right reference view to the virtual view is similar.

During 3D warping, all the texture pixels ar , br , …in the
left reference view are processed sequentially and projected
to aw, bw, …in the left warped view, which correspond to
points A, B , …in the physical scene. The initial floating-point
disparity value between ar and aw, i.e., the difference between
their horizontal coordinates, can be formulated as follows

δ(d) = l̃r (ar )−lw(aw) = f Ld

255
(

1

Znear
− 1

Z f ar
) + f L

Z f ar
, (1)

where l̃r (ar ) is the horizontal coordinate of ar in the left
reference view, which is an integer, while the horizontal
coordinate of aw is usually a floating-point number due to
the operations in the right-hand side of this equation, denoted
as lw(aw). f is the camera focal length. d is the depth value
of point A in the scene. L is the baseline distance between
reference view and virtual view. Znear and Z f ar define the
depth range of the physical scene.

After getting the locations of aw, bw, … from Eq. (1),
a rounding operation is applied so that the floating-point
locations of aw, bw, … will be rounded to the desired pre-
cision, such as full-pixel, half-pixel, or quarter-pixel, denoted
by points ao, bo, …

After forward warping and rounding the entire reference
frame to the virtual view, if several pixels appear in the same
location in the warped view, such as bo and co in Fig. 1,
warping competition will happen, as studied in [16]–[18].
Generally, the pixel co with the largest depth value (closest to
the camera) will be selected as the winner in the warped view,
denoted as cc in Fig. 1. If there is no warping competition,
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Fig. 2. Different cases of the 3D warping.

the rounded result is used directly as the final result, e.g.,
ac = ao. Besides, rounding operations may cause some disoc-
clussion holes in the virtual view, such as point h in Fig. 1.

The process above is repeated to warp the right reference
view to the virtual view. After that, the left and right warped
views will be blended into the final virtual view so that most of
the disocclusion regions will be filled by each other. In general,
three cases could happen during the blending stage: i) if the
blended pixels are available in both warped views, the two
values will be linearly combined [19]; ii) if the blended pixel
is only available in one of the warped views, it is used directly.

iii) if the blended pixels are not available in both warped views,
this location in the virtual view will be regarded as a hole,
which will be filled by some inpainting methods [20]–[22].
As mentioned in [9], the third case is quite infrequent (hole
areas are around 1 percent of the whole virtual view).

B. Analysis on Depth-Change-Caused View Synthesis
Distortion

As reviewed above, depth information plays an important
role in the DIBR. In this section, we will conduct a thorough
analysis to investigate the impact of the change of the reference
depth value to the quality of the synthesized virtual view.
We will show that frame-based 3D warping can only yield
an approximate prediction of the virtual view with limited
accuracy. More examples are shown in Fig. 2 (a), where the
rounded horizontal locations in the virtual views are denoted
by k, k + 1, etc. Without loss of generality, we use point cr

as an example to analyze different scenarios.
Case 1: After source coding, the reconstructed depth value

of cr is only slightly larger than its original value, the cor-
responding point in the scene will becomes closer, as shown
by C1 in Fig. 2 (b). After 3D warping, it will be warped to
c1
w in vr . After rounding operation and warping competition,

it is very likely that its location is still at k + 2. In this
case, the depth error for cr will not cause any view synthesis
distortion.

Case 2: If the reconstructed depth value of cr is larger than
a threshold, the corresponding point in the scene, i.e., C2

in Fig. 2(c), will be warped to c2
w, which will be closer to

bw. After rounding, it could lead to warping competition with
bw. In this example, since C2 is closer to the camera than B ,
c2
w will be the winner at location k+1. Meanwhile, a hole will

appear at location k + 2. Therefore, view synthesis distortion
will occur at locations k + 1 and k + 2.

Case 3: If the reconstructed depth value of cr is slightly
smaller than its original value, as shown in Fig. 2 (d), the result
is similar to Case 1, i.e., no view synthesis distortion will
appear.

Case 4: If the reconstructed depth value of cr is smaller than
a threshold, as shown in Fig. 2 (e), then after 3D warping and
rounding, it could lead to competition with dw at location k+3.
In this example, dw will be the winner since D is closer to
the camera than C4. Eventually, dc is still the correct result in
the warped view. Therefore, there is no distortion at location
k +3. Meanwhile, a hole will appear at location k +2, leading
to view synthesis distortion at location k + 2.

From Cases 1 and 3 above, it can be seen that small changes
in the reference depth values will not cause any warping error.
Only large depth changes could lead to warping errors in the
virtual view, i.e., the warped positions are changed, as shown
in Cases 2 and 4. However, not all warping errors will win
the warping competition and eventually manifest themselves
as synthesis distortions, as shown in Case 4.

Most VSDE algorithms firstly use the depth changes to
predict the floating-point disparity changes to model the dis-
tortion propagation from the reference view to the warped
view. To achieve this, Eq. (8) in [15] is derived according
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Fig. 3. Illustration of the coarse-to-fine backward prediction method.

to 3D warping. Then, all floating-point disparity changes of
the entire frame are indiscriminately accumulated to estimate
the expectation of the disparity changes, which includes
the small changes discussed in Case 1 and Case 3, even
though these small changes will not cause any distortion.
Finally, the expectations of the disparity changes are roughly
associated with the texture values of the synthesized view.
For example, once the current pixel is warped to a new
position due to depth changes, its texture value will be given
to the new position, regardless of if warping competition
happen or not. However, this is not always true, as discussed in
Case 4. Therefore, only considering 3D warping in modeling
depth-change-caused view synthesis distortion cannot capture
all these cases above, which makes the accuracy of these
VSDE algorithms dissatisfactory. To improve their accuracy,
both rounding operation and warping competition should be
considered as well.

III. PIXEL-LEVEL VIEW SYNTHESIS DISTORTION

ESTIMATION METHOD

In this section, we develop a novel pixel-level VSDE
method (PL-VSDE) to better serve the emerging region-based
3D video coding schemes. To this end, we first review the
definition of frame-level view synthesis distortion. After that,
the pixel-level view synthesis distortion is defined accordingly.

Fig. 4. The comparation of actual PSNR and estimated PSNR with
different methods for the first frame with different texture/depth QP pairs.
(a) - (f) are the results of sequences BookArrival, Kendo, PoznanStreet,
PoznanHall2, UndoDancer, GT-Fly, respectively.

Then, we estimate the pixel-level view synthesis distortion by
using a backward prediction method.

As studied in [13] and [15], the frame-level view synthesis
distortion is defined as the following Mean Squared Error
(MSE) over an entire virtual view frame:

MSE = 1

H · W

H−1∑
i=0

W−1∑
j=0

(
T (i, j) − T̄ (i, j)

)2
, (2)

where H and W are the height and width of the image.
T (x, y) and T̄ (x, y) denote the texture values of the two pixels
with the same location (x, y) in two virtual views, which
will be synthesized by the original reference views and the
reconstructed reference views, respectively.

To obtain the result of Eq. (2), the DIBR algorithm
described in Sec. II is actually carried out, which is not
efficient for region-based 3D video coding. The reasons are
as follows: i) During forward warping step, it indexes through
all pixels in the reference views to find their corresponding
locations in the virtual view. Before finishing the forward
warping step, we do not know which reference pixel will be
warped to the POI (or if a reference pixel will be warped to
the POI or not). ii) During blending step, the texture value of
each pixel in the virtual view is obtained by making a weighted
calculation, even for pixels that do not belong to the POIs.
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Therefore, in region-based video coding, to reduce the com-
plexity, instead of warping the reference pixels to the virtual
view, we use a backward prediction method, i.e., we start from
the desired location in the POIs of the virtual view, and locate
their corresponding pixels’ locations in the reference views.
After that, only the located pixels, which will be warped to the
POIs, are used to make the weighted calculation accordingly.
Hence we define pixel-level view synthesis distortion to be the
Squared Error between T (i, j) and T̄ (i, j).

SE((i, j)) = (T (i, j) − T̄ (i, j))
2
, (3)

where (i, j) is the location of the POI.
Next, we will solve Eq. (3) by expanding T (i, j) and T̄ (i, j)

according to the principle of blending step.
For T (i, j), we have

T(i, j)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
αT w

l (i, j)+(1−α)T w
r (i, j), T w

l (i, j) /∈∅, T w
r (i, j) /∈∅

T w
l (i, j), T w

l (i, j) /∈∅, T w
r (i, j)∈∅

T w
r (i, j), T w

l (i, j)∈∅, T w
r (i, j) /∈∅

Inpainting, T w
l (i, j)∈∅, T w

r (i, j)∈∅
,

(4)

where T w
l (i, j) and T w

r (i, j) are the texture values of pixels
from the left and right warped views, which are generated
with the original data. α (α ∈ [0, 1]) is a scaling factor that is
obtained from the location of the virtual view. ∅ denotes the
hole in the warped view.

Similarly, for T̄ (i, j), we have

T̄(i, j)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
αT̄ w

l (i, j)+(1−α)T̄w
r (i, j), T̄ w

l (i, j) /∈∅, T̄ w
r (i, j) /∈∅

T̄ w
l (i, j), T̄ w

l (i, j) /∈∅, T̄ w
r (i, j)∈∅

T̄ w
r (i, j), T̄ w

l (i, j)∈∅, T̄ w
r (i, j) /∈∅

Inpainting, T̄ w
l (i, j)∈∅, T̄ w

r (i, j)∈∅
,

(5)

where T̄ w
l (i, j) and T̄ w

r (i, j) are the predicted texture values
of pixels from the left and right warped views, which are
generated with the reconstructed data. Since the last case
is quite infrequent, it is usually ignored in most of VSDE
methods. Eq. (4) and (5) are also used in frame-level VSDE
methods such as [13], [15], [16].

According to Eq. (4) and (5), given the locations of POIs
in the virtual views, their associated pixels in the warped
views will be located since they share the same locations.
The remaining problem is how to predict their associated
pixels in the reference views. To handle this, a coarse-to-fine
backward prediction method (CFBP) is developed next. With
the CFBP, the relationship between each pixel in the left (or
right) warped view and its associated pixel in the left (or right)
reference view can be built, denoted by Rl (or Rr ). Specifically,
the Rl and Rr of the original data (Rl

O and Rr
O ) can be

generated first. Similarly, the Rl and Rr of the reconstructed
data (Rl

R and Rr
R) can be obtained as well. Then, the required

predictions can be achieved accordingly.
It should be noted that in the DIBR with general mode

setting, a technique called backward warping was proposed

[17], [23], [24], where instead of warping the reference texture
images, the reference depth images are first projected to the
warped view, followed by blending and hole filling. After the
warped depth image is obtained, it will be utilized to find
each texture pixel in the warped view from the corresponding
texture pixel in the reference view. However, the backward
warping is only applicable when the depth information of
the warped depth map is known. In our case, since only
the locations of POIs in the warped view can be obtained
according to Eq. (4) and (5), but their depth information is
unavailable, the backward warping cannot be used to solve
our backward prediction issue.

IV. COARSE-TO-FINE BACKWARD PREDICTION METHOD

Our coarse-to-fine backward prediction method is firstly
presented when the 3D warping, rounding operation and warp-
ing competition in view synthesis are all taken into account.
Then, an optimization is designed to speed up our method.
The framework of coarse-to-fine backward prediction method
contains two steps: i) Finding the preliminary candidates in
the reference view according to the epipolar line theory, ii)
selecting the intermediate candidates from the preliminary
candidates, and deciding the final candidate from the inter-
mediate candidates. The located final candidate pixel in the
reference view is the pixel which is warped to the POI. For
simplification, only Rl

O is elaborated in this part, and other
relationships can be obtained similarly.

A. Finding Preliminary Candidates

As discussed in Section II, if the POI in the warped view
is not a hole, it could correspond to multiple pixels in the
reference view, as further is illustrated in Fig. 3 (a). Let xw be
the POI in the left warped view vw with location l̃w(xw) (xw

has an integer horizontal coordinate since it is a POI, specified
in the warped view). Since its depth value is unconfirmed,
it may correspond to any point on the line between Znear and
Z f ar such as points X1, X2, …Their associated pixels in the
left reference view vr are x1

r , x2
r , …, with location lr (x1

r ),
lr (x2

r ), …, respectively. This is a special case of the epipolar
line in multiview geometry [25], [26]. In this paper, x1

r , x2
r ,

…are defined as the preliminary candidates of xw. Therefore,
the locations of preliminary candidates can be confined within
a range, denoted as candidate search range, which can be
determined as follows⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

smin = l̃w(xw) − λ1

smax = l̃w(xw) − λ2

λ1 =
[

f L(
dmax

255
(

1

Znear
− 1

Z f ar
) + 1

Z f ar
)

]
λ2 =

[
f L(

dmin

255
(

1

Znear
− 1

Z f ar
) + 1

Z f ar
)

] , (6)

where dmin and dmax are the minimum and maximum depth
values, namely 0 and 255. [·] denotes the rounding operation.
smin and smax are the lower and upper bounds of the candidate
search range. λ1 and λ2 could be regarded as a pair of
constants, since they are defined by the camera parameters ( f ,
L, Znear , and Z f ar ). Therefore, the candidate search range of
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each POI can be easily obtained by a fixed shifting process.
In the case of Fig. 3 (a), the relationship between the POI in
the left warped view and each preliminary candidate in the
left reference view is represented with a dot line in Fig. 3 (b).

B. Selecting the Intermediate and Final Candidates

In this step, the preliminary candidates with suitable depths
that can be projected to the location of the POI will be
selected, which are defined as the intermediate candidates.
In the worst situation, the candidate search range will be
divided into 256 floating-point horizontal coordinates, corre-
sponding to 256 depth values, which will be considered during
intermediate candidate selection. For simplicity purpose, only
the integer horizontal coordinates in the candidate search range
are considered. We use a mask function M(·) of xm

r to select
all the intermediate candidate from the candidate search range,
which can be represented as follows

M(l̃r (xm
r )) =

{
1, if [δ(d(l̃r (xm

r )))] = l̃w(xw) − l̃r (xm
r )

0, otherwise
, (7)

where xm
r is the mth preliminary candidate with the integer

horizontal coordinate l̃r (xm
r ) (l̃r (xm

r ) = smin + m − 1), where
l̃r (xm

r ) ∈ [smin , smax ]. According to the l̃r (xm
r ), d(l̃r (xm

r )) can
be easily obtained from the reference depth image.

After this, another mask function H (·) will be used to check
if the current POI in the virtual view is a hole or not, which
can be formulated as follows

H (xw) =

⎧⎪⎨⎪⎩
1, if

∑
l̃r (xm

r )∈[smin,smax ]
M(l̃r (xm

r )) = 0

0, otherwise.

. (8)

If the sum of M(l̃r (xm
r )) (l̃r (xm

r ) ∈ [smin , smax ]) is 0, xw will
be treated as a hole. Otherwise, the final candidate selection
will happen. It should be noticed that if the sum of M(l̃r (xm

r ))
is larger than 1, several intermediate candidates will be pro-
jected to the POI, thus warping competition will happen. This
case can be shown in Fig. 3 (c), where the points locating at
l̃r (x1

r ), l̃r (x2
r ) and l̃r (x3

r ) are the intermediate candidates that
satisfy the condition, and the relationship between the POI and
each intermediate candidate is represented by a solid line.

By the warping competition rule, the intermediate candidate
with the largest depth value (closest to the camera) will be
selected as the final candidate. Therefore, we have

l̃r (xr ) = arg max
l̃r (xm

r )∈[smin,smax ]
d(l̃r (xm

r )), (9)

where xr is the final candidate, and its location is represented
with l̃r (xr ). In Fig. 3 (d), we assume x3

r has the largest depth
value, which is selected as our final candidate xr . The relation-
ship between our final candidate and the POI is represented by
a thick green line, namely Rl

O . Then, the backward prediction
from xw to xr is achieved, which means the texture value of
xw is projected from xr .

However, if xw is a hole, 128 will be given as its texture
value [16]. Therefore, for the texture value of the pixel of inter-
est in the original left warped view, namely T w

l (l̃w(xw), j),

we have

T w
l (l̃w(xw), j) =

{
128, if H (xw) = 1

T r
l (l̃r (xr ), j), otherwise.

(10)

Similarly, we can obtain the T w
r (l̃w(xw), j), T̄ w

l (l̃w(xw), j),
T̄ w

r (l̃w(xw), j) according to Rr
O , Rl

R , and Rr
R , which are the

texture values of the POI in the original right warped view,
the reconstructed left warped view, and the reconstructed right
warped view, respectively.

After integrating the CFBP method into the PL-VSDE,
we can directly estimate the distortion of the POIs in the
synthesized view at the pixel level.

The biggest difference between the traditional backward
warping and the proposed CFBP method is that we cannot
carry out the 3D warping for each POI from virtual view to
the reference view due to the lack of the depth information.
Instead, we first generate the candidate search range by a fixed
shifting in Eq. (6). After taking the warping rounding operation
and warping competition into account, the final candidate can
be accurately found.

C. Speedup of Coarse-to-Fine Backward Prediction Method

In this subsection, table-lookup method and the warping
property are used to speed up our CFBP method.

Firstly, a table-lookup method is used to speed up the
rounding calculation of disparity, namely [δ(·)] in Eq. (7).
[δ(·)] could be regarded as a rounding operation of Eq. (1),
which can be rewritten as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[δ(d(l̃r (xm
r )))] = [c1 · d(l̃r (xm

r )) + c2]
c1 = f · L

255
· (

1

Znear
− 1

Z f ar
)

c2 = f · L

Z f ar

, (11)

where d(l̃r (xm
r )) ∈ [0, 255]. Therefore, the relationship

between d(l̃r (xm
r )) and [δ(·)] can be pre-calculated in a lookup

table. It can then be called when Eq. (7) is calculated.
Besides, function [δ(·)] could be regarded as a non-

decreasing piece-wise constant function, since c1 and c2
are positive constants for the left reference view. There-
fore, we can conclude that bigger [δ(·)] will lead to bigger
depth value d(l̃r (xm

r )). However, for the right reference view,
the opposite is true, namely the pixel with larger disparity has
smaller depth value, as exhibited in Fig. 3 (a), where if xw is
warped to the leftmost point x1

r with larger disparity, it has to
be the farther point X1 with smaller depth value.

According to this warping property, the CFBP can be further
simplified as follows: For the left reference view, after the
first step of our coarse-to-fine backward prediction algorithm,
we can decide the final candidate by searching from the
rightmost to the leftmost preliminary candidate, and selecting
the first candidate that satisfies the condition in Eq. (7), since
it has the largest depth value. If no preliminary candidate
satisfies the condition, the POI will be treated as a hole. For the
right reference view, the order of picking up the final candidate
is the opposite.
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Fig. 5. The comparation between actual PSNRs and three estimated PSNRs provided by different methods, where the first 25 successive frames are used
for evaluation. (a) - (d) are the results of sequence BookArrival, with QP(15, 24), QP(25, 34), QP(35, 42), QP(45, 48). (e) - (h) are the results of sequence
PoznanStreet, with QP(15, 24), QP(25, 34), QP(35, 42), QP(45, 48).

Fig. 6. The comparation between the actual SEs and our estimated SEs for each pixel. (a), (e), and (i) are the first frames of the synthesized vew in GT-Fly,
PoznanStreet, and UndoDancer. (b), (f), and (j) are the actual SEs between two synthesized views, which are rendered using the original data and reconstructed
data. (c), (g), and (k) are the estimated SEs, which is generated by our method. (d), (h), and (l) are the absolute difference between the actual SEs results and
our estimated SEs results. For a fair comparation, results in this figure are reasonably scaled between 0 to 255. For instance, for the results in (b) and (c),
we firstly find the largest SEs in these two images, then this value and 0 will be the upper and lower bounds. Finally, these two images are scaled between
0 to 255 according these bounds. (d) is the absolute difference between these two scaled images.

V. EXPERIMENTAL RESULTS

In this section, various simulation results are presented,
which show that our method has better performance than
methods in [15] and [13], which are regarded as state-of-the-
art methods in efficiency and accuracy for frame-based VSDE.

Two main performance metrics are used in our
experiments: the accuracy measured by PSNR, and
the efficiency measured by the running time of each
method.

The test multiview sequences used for our evaluation are
recommended in the Common Test Conditions (CTC) of the
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TABLE I

ESTIMATION ACCURACY AMONG THREE METHODS (THE AVERAGE RESULTS OF THE FIRST 25 FRAMES)

Joint Collaborative Team on 3D Video Coding Extension
Development (JCT-3V) [27], including the HHI’s BookArrival
(view 8 and 10 are used to render view 9) [28], the Nagoya
University’s Kendo (view 1 and 3 are used to render view
2) [29], the Poznan University of Technology’s PoznanStreet
(view 4 and 5 are used to render view 4.5) and PoznanHall2
(view 6 and 7 are used to render view 6.5) [30], the Nokia
Corporation’s UndoDancer (view 1 and 5 are used to render
view 3) [31] and GT-Fly (view 5 and 9 are used to render
view 7) [32].

The 3D video coding test platform version 9.2 (3D-
HTM9.2) with configurations defined by JCT-3V common
test condition is used to compress the sequences above with
different texture/depth QP pairs [33], namely (15, 24), (20,
29), (25, 34), (30, 39), (35, 42),(40, 45), and (45, 48). The
VSRS-1D-fast software of JCT-3V are used to synthesize
virtual views [33]. Our proposed method is implemented in

Matlab R2017a. All these experiments are tested on a laptop
with Intel(R) Core(TM) i7-6700HQ CPU, 16.00GB memory,
and 64-bit Windows Operating System.

A. Evaluation of the Accuracy at the Frame Level

In this subsection, we first apply our method to the entire
frame at the frame level, and evaluate the accuracy of all these
three methods. The estimated PSNRs by these three methods
and the actual PSNRs of the synthesized views are compared
in Fig. 4 and TABLE I. TABLE I shows the average results of
the first 25 frames for each sequence. Fig. 4 shows the results
of the first frame for each sequence. It should be noticed that
�PSNRi in TABLE I is the absolute value of the difference
between PSNR and PSNRi , where i is the index of the three
methods. The smallest �PSNRi means the best performance
(highlighted in bold in TABLE I). According to the results,
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Fig. 7. Illustration of the distortion estimation of the POIs in the synthesized
view with our method. The POIs are specified in (a), (c), and (e). The
estimated SEs of the POIs are shown in (b), (d), and (f).

we can easily conclude that the accuracy of our method is
substantially better than [15] and [13]. This verifies the benefit
of pixel-level distortion estimation over frame-level estimation.

We also compare the actual PSNRs with three estimated
PSNRs provided by different methods for different frames.
The results of sequences BookArrival and PoznanStreet with
different texture/depth QP pairs are shown in Fig. 5. It could
be seen that our method is the closest to the actual PSNRs,
especially for larger QP pairs.

B. Evaluation of the Accuracy at the Pixel Level

Our method is the only one that can directly estimate
the distortion of POIs in the synthesized view at pixel-level
accuracy. This evaluation can be divided into two parts. The
first part is to verify that our method can achieve the VSDE
at pixel-level accuracy. The second part is to verify that only
the distortion of the POIs is estimated in our method.

For the first part, we estimate each pixel’s Squared Error
(SE) (which cannot be achieved by the traditional frame
level methods), which is shown in Fig. 6. The images in
the first column ((a), (e), and (i)) are the first frames of the
synthesized views in three different sequences. The second
and third columns are the actual SEs of each pixel and its
associated estimated SEs generated by our methods. Their
absolute difference images are shown in the last column. It can
be seen that our method can accurately achieve a VSDE at
pixel-level accuracy. Besides, according to our results, we can
locate the distortion regions accurately as well. However, our
method still has some errors, since the hole filling process is
ignored, e.g., we only use 128 to estimate the texture value at
hole. Besides, some pre/post processing in view synthesis [17],
[27], such as depth boundary filter, similarity enhancement, are

TABLE II

RUNNING TIME COMPARISON AMONG THREE METHODS (THE AVERAGE
RESULTS OF THE FIRST 25 FRAMES)

also ignored in our method. All these factors will be studied
in our future work to further improve the performance.

For the second part, Fig. 7 shows some POIs and their esti-
mated SEs, where we firstly select the POIs in the synthesized
view, which could be a person or an object, as indicated by
the image patch inside the red contour in the synthesized view.
Then, only the distortions of the POIs are estimated at pixel-
level accuracy in our method rather than the whole frame,
as shown by the second columns in Fig. 7, demonstrating the
flexibility of the pixel-level method.

C. Evaluation of the Efficiency

We compare the complexity of these three methods in this
subsection when performing frame-level distortion estimation.
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The average running time of the first 25 frames are listed in
TABLE II. The unit is second. From this perspective, method
in [13] is the fastest method. However, both method in [15]
and our method are friendly for parallel processing. For these
two methods, each row can be independently performed, e.g.,
by a separate thread of the CPU or GPU. Besides, our method
can be processed in parallel at the pixel level, which will
further save the execution time. Moreover, considering that
our method is designed for the region-based 3D video coding,
only the distortion of the POIs in the virtual view will be
estimated, which can also save time compared to frame-based
methods. With these flexible designs, our method can easily
achieve up to 10 times speedup during parallel processing,
which is fast enough to beat method in [13].

VI. CONCLUSION

In this paper, we develop a pixel-level distortion estimation
of the POI in the virtual view to better serve the emerging
region-based 3D video coding algorithms. The pixel-level
view synthesis distortion is firstly defined. Then, the CFBP
method is developed to estimate the pixel-level view syn-
thesis distortion. With such method, we can easily build the
relationship between each pixel in the warped view and its
associated pixel in the reference view. The CFBP achieves
an accurate backward prediction by taking the 3D warping,
rounding operation and warping competition into account.
To speed up our coarse-to-fine backward prediction method,
a table-lookup method and a warping property are exploited.
After integrating these two models together, only the necessary
pixels in the reference view, which are related to the POI
in the warped view, are used to calculate the distortion at
pixel-level accuracy. Experimental results demonstrate that our
proposed method has obvious advantages in both accuracy
and efficiency compared with the latest frame level VSDE
methods. Moreover, our method is the first VSDE algorithm
designed for the region-based 3D video coding schemes.
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