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Abstract—In this paper, we propose a depth map down-sampling
and coding scheme that minimizes the view synthesis distortion.
Moreover, a solution for the optimal depth map down-sampling
problem that minimizes the depth-caused distortion in the virtual
view by exploiting the depth map and the associated texture
information along with the up-sampling method to be used in
the decoder side is derived. Furthermore, to enhance compression
performance, the synthesized view distortion, which is evaluated by
emulating the interpolation and the virtual view synthesis process,
is used in the optimization objective function for coding mode
selection in the video encoder. Experimental results show that both
the proposed depth map down-sampling and encoding methods
lead to good performance, and the average bit rate reduction is
2.62% compared with 3D-AVC.

Index Terms—Depth coding, depth down-/ up-sampling, optimal
depth down-sampling, three-dimensional (3D), view synthesis.

I. INTRODUCTION

IN THE past decade, 3D video has attracted attention from
both industry and academia. Many applications, such as 3D

TV and free-view TV, are entering the market. In general, 3D
video can be represented by Multi-View plus Depth (MVD)
format. MVD format consists of multi-view texture videos and
associated-per-pixel depth maps [1]. The depth map represents
the distance from the camera to the objects in the scene. It has
been widely applied to generate the virtual views with the Depth
Image-Based Rendering method [2].

Depth maps are, usually, represented by 8-bit gray-scale
value. However, different from the natural videos or images,
depth maps generally have more homogeneous regions com-
pared with the corresponding texture videos or images [3].
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Recent studies [4]–[6] have also shown that depth distortion has
less perceptual impact than color distortion on the final quality
of the synthesized views. Based on this property, resolution-
reduction techniques of the depth map, represent an efficient ap-
proach for compression [7]. So for example, 3D-AVC [8] which
is an H.264/MVC-based test model for 3D video coding stan-
dardization, encodes depth map data at a reduced resolution as
the default setting, where depth maps are firstly down-sampled
prior to encoding and in the decoder side bilinear filter is used
to up-sample the decoded depth maps to the full resolution.
However, given that depth down-sampling would also introduce
some distortion, efficient depth map resolution-reduction and
pre/post-processing methods are necessary to guarantee high
synthesized view quality. Classical down/up-sampling methods
(such as low-pass filters and linear interpolation filters) have
been used for depth coding [9]. However, in these methods, the
lost high frequency information produces jagged boundaries
and annoying artifacts around the edges of foreground objects.
In order to maintain edge sharpness, in [10] a depth reconstruc-
tion filter was proposed to recover object boundaries, whereas
Liu et al. proposed a joint trilateral filter [11] to post-process
the reconstructed depth images. Deng et al. in [12], proposed
an edge-preserving interpolation method for up-sampling-based
depth coding, which uses edge similarity between the depth
map and its corresponding texture image to suppress artifacts
due to down-sampling and coding. Similarly, to improve the
synthesized view quality some approaches exploit the texture
information, so for example, in [13], a color-based depth map
up-sampling approach was proposed, which takes into account
the high-resolution texture information. Liu et al. [14] proposed
a cross-view down/up-sampling method, which exploits cross-
view information to assist the up-sampling at the decoder.

In additional, to apply the resolution-reduction depth cod-
ing approach in 3D-AVC, Aflaki et al. proposed a nonlinear
depth resampling method in [15], [16]. To estimate the sam-
pling value, the nonlinear resampling method firstly divides
the entire image into some non-overlap blocks. Then, based
on the closeness-favored averaging algorithm, the blocks are
classified as foreground/background blocks. Finally, for each
block, by considering the property of the block and the distri-
bution of foreground/background pixels in the block, one sam-
pled value is estimated to represent the correspondence block
in the down-sampled image. By doing this, the method can pre-
serve sharp boundaries of foreground objects. Although these
methods achieve relatively good performance, they mainly fo-
cus on recovering the lost high frequency information (edges
of objects in depth maps), and they do not provide an optimal
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solution of the depth map down/up-sampling operation. Thus
it is not easy to predict their performance. In order to min-
imize the Mean Squared Error between the input image and
the interpolated image, in [17] Zhang et al. introduced a depen-
dent down-sampling algorithm for a given interpolation method.
However, since depth distortion doesn’t affect the synthesis dis-
tortion in a linear fashion, applying this approach directly for
depth map down-sampling would not be optimal. In [18], [19]
a new distortion metric was introduced to measure the impact
of depth map error on the synthesized view quality; later Oh
et al., in [20], further improved the accuracy of this distortion
metric by involving the texture information of the video, which
has been accepted as view synthesis distortion (VSD) in 3DV
standardization, and it is used to improve the Rate-Distortion
performance during depth encoding [21], [22]. However, this
metric does not analyze the effect of depth map down sampling.

In this paper, an optimal depth down-sampling and coding
scheme is proposed, where we try to minimize the VSD caused
by errors of depth map down/up-sampling and encoding pro-
cess. In the depth down-sampling process, the depth interpo-
lation method which will be used in the decoder side and the
corresponding texture information are used to evaluate the VSD,
so as to optimally select the down-sampled data that minimizes
the VSD. Furthermore, in the depth reduced-resolution coding
stage, a modified R-D cost function is used for coding mode de-
cision in 3D-AVC, where the used distortion function includes
the VSD caused by both the depth up/down-sampling and en-
coding process.

The rest of this paper is organized as follows. Section II
discusses the proposed depth down-sampling and coding al-
gorithm, where the conventional resolution-reduction coding
scheme is presented in Section II-A, the proposed optimal depth
down-sampling is described in Section II-B. In Section II-C the
proposed down-sampled depth coding scheme is presented. The
experimental results are reported in Section III. Finally, this
paper is concluded in Section IV.

II. METHODOLOGY

A. Problem Formulation

In [23] it has been shown that depth down-sampling operator
prior to compression and up-sampling after decoding can im-
prove the coding performance. In 3D-AVC, prior to encoding,
original depth maps are firstly down-sampled to low resolution,
where the horizontal and vertical ratios are 2. In the decoder
side, the low resolution depth maps are constructed from the
encoded video bitstream and then up-sampled to the full reso-
lution by using bilinear interpolation method. To evaluate the
overall distortion, the VSD proposed in [20] has been adopted
in 3D-AVC and 3D-HEVC. It can be denoted as

V SD = ‖V − V̂‖2

= ‖fw (C,D) − fw (Ĉ, ˆ̃D)‖2
(1)

where V and V̂ represent the virtual images generated by a
pre-defined 3D warping function, fw , using the original and
reconstructed texture image C and Ĉ. In addition, the co-located

Fig. 1. Correlation coefficients between fw (C, D) − fw (C, D̃) and

fw (C, D̃) − fw (Ĉ, ˆ̃D) for each frame.

full-resolution original depth map D and the reconstructed depth

map ˆ̃D are also used. Here, it should be noted that in our
resolution-reduction coding system Ĉ is the decoded texture

signals and ˆ̃D is the reconstructed depth signals after being
decoded including down/up-sampling stages. Correspondingly,
with considering the depth down/up-sampling distortion, the
VSD function can be represented as

V SD = ‖fw (C,D) − fw (C, D̃) + fw (C, D̃) − fw (Ĉ, ˆ̃D)‖2

(2)
where D̃ represents the reconstructed depth map after down/up-
sampling. Here, the overall distortion includes: depth down/up-
sampling distortion fw (C,D) − fw (C, D̃) and coding-caused

distortion fw (C, D̃) − fw (Ĉ, ˆ̃D). The two types of distortions
can be viewed as uncorrelated, due to that they are caused by
different reasons.

We designed an experiment to verify that the two types of
distortions are uncorrelated. Firstly, the original depth map D
is down-sampled and up-sampled to generate the low resolu-
tion version d̃ and the up-sampled version D̃.1 Then the error
fw (C,D) − fw (C, D̃) on each pixel can be calculated, and
this error is caused by depth down/up-sampling; Secondly, the
original texture image C and depth map d̃ are encoded and
decoded by using 3D-AVC, then the decoded texture Ĉ and

the decoded-up-sampled depth map ˆ̃D are used to count the er-

ror fw (C, D̃) − fw (Ĉ, ˆ̃D) on each pixel. Note that fw (C, D̃) is
used as the reference to count the error caused by coding. Finally,
the correlation coefficient between fw (C,D) − fw (C, D̃) and

fw (C, D̃) − fw (Ĉ, ˆ̃D) on each pixel is computed. By av-
eraging value of all pixels in each frame, depth-down/up-
sampling-caused distortion and coding-caused distortion can be
proved as uncorrelated. In this experiment, we take 30 frames
of sequences “Newspaper”, “Kendo”, “Poznan_Streetand” and
“Undo_Dancer” as examples, and the correlation coefficient
for each frame is shown in Fig. 1. It shows that the correlation

1Here, we use bilinear method for sampling.
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coefficient on each frame is very close to 0, for example the
correlation coefficients of sequence “Undo_Dancer” are in the
range of (−0.00015, 0.00015). Therefore, the correlation coeffi-
cients between depth-down/up-sampling-caused distortion and
coding-caused distortion are approximately 0.

Therefore, it means that (fw (C,D) − fw (C, D̃))(fw (C, D̃)

− fw (Ĉ, ˆ̃D)) is 0, so (2) can be written as

V SD = ‖fw (C,D) − fw (C, D̃) + fw (C, D̃) − fw (Ĉ, ˆ̃D)‖2

= ‖fw (C,D) − fw (C, D̃)‖2

+ ‖fw (C, D̃) − fw (Ĉ, ˆ̃D)‖2 . (3)

At last, the optimization problem, i.e., to improve the overall per-
formance in the depth-resolution-reduction coding system, can
be formulated as two sub-problems: depth down/up-sampling
optimization ‖fw (C,D) − fw (C, D̃)‖2 and depth coding op-

timization ‖fw (C, D̃) − fw (Ĉ, ˆ̃D)‖2 .

B. Depth Down-Sampling Optimization

In [17] an optimal natural image down/up-sampling method
is proposed. This uses a paradigm that an optimized down/up-
sampling process should guarantee that the up-sampled version
is as close as possible to the original non down-sampled version,
it can be denoted as

X∗ = arg min
X

‖Ỹ − Y‖2 (4)

where Y denotes the full-resolution original natural image with
size M × N , and X the down-sampled image with size M/2 ×
N/2, whereas, Ỹ denotes the interpolated image, i.e., the up-
sampled image to size M × N . The interpolation process of the
low-resolution image2 can be expressed mathematically as

Ỹc = H Xc (5)

where H is the interpolation matrix with size (MN) ×
(MN/4), and its coefficients are generated for each specific
interpolation method. The subscript c stands for the column
vector version of a reshaped matrix, so for example Xc is a
column vector of size (MN)/4 × 1 containing the reshaped
down-sampled image X, and Ỹc is the column vector of Ỹ.
Similarly, in the following description, D̃c is the column vector
of the high resolution depth map D, dc is column vector of
down-sampled depth map d.

In our proposed framework, based on (3), the target of the
depth down-sampling optimization is to minimize ‖fw (C,D) −
fw (C, D̃)‖2 . Since depth distortion does not affect the synthesis
distortion in a linear fashion, the VSD is used instead of the
depth distortion. Hence, in this work, we optimize the depth
map down-sampling process by modifying (4) to account for
the distortion in the synthesized view as follows:

d∗ = arg min
d

‖V − Ṽ‖2

= arg min
d

‖fw (C,Dc) − fw (C, D̃c)‖2

where D̃c = H dc

(6)

2Image in this context could refer to texture image or depth map image.

where d∗ denotes the optimal down-sampled depth version. In
the following, let Cx,y , Dx,y and D̃x,y represent the values of
C, D and D̃ at position (x, y), respectively. For simplicity here-
inafter the term ‖fw (C,D) − fw (C, D̃)‖2 is denoted by Ed .
Following [18], the 1-D parallel camera setting configuration is
set as default, thereby, (6) can be approximately written as

Ed =
∑

∀(x,y )

‖fw (C,D) − fw (C, D̃)‖2

≈
∑

∀(x,y )

‖Cx,y − Cx−Δp(x,y ),y‖2 (7)

where Δp denotes the translational rendering position, which
has been proven to be proportional to the depth map error

Δp(x, y) = α · (Dx,y − D̃x,y ) (8)

where α is a proportional coefficient determined by the follow-
ing equation:

α =
f · L
255

· ( 1
Znear

− 1
Zfar

) (9)

where f is the focal length, L is the baseline between the current
view and the rendered view, Znear and Zfar are the values of the
nearest and farthest depth of the scene, respectively.

The VSD, described in (7), could be further simplified ac-
cording to [20] as

Ed ≈
∑

∀(x,y )

[
|Δp(x, y)| |Cx,y − Cx−1,y | + |Cx,y − Cx+1,y |

2

]2

.

(10)
In this equation the value of Cx,y is set to zero when x exceeds
the size of the image. It is possible to note from this equation the
effect of depth error and texture complexity on the synthesized
view distortion. The distortion calculation requires Δp(x, y)
which could be obtained by rewriting (8) as

Δpc = α · (Dc − H dc) (11)

where H dc is the interpolated version of the depth map, which
has been evaluated according to (5).

Equation (11) could be used to rewrite (10) using matrix
notation, which will be used in the following. A diagonal matrix
A which describes the texture information will be defined, the
size of A is (MN) × (MN) and its diagonal elements are

A(n, n) =
|Cx,y − Cx−1,y | + |Cx,y − Cx+1,y |

2
(12)

where n = (x − 1)M + y, and x ∈ {1, 2, . . . ,M}, y ∈
{1, 2, . . . , N}, whereas other elements in the matrix are zero.
At this point the distortion Ed is described as

Ed ≈ α2 ||A(Dc − Hdc)||2

≈ α2(Dc
T − dc

T HT )AT A(Dc − Hdc). (13)

It is worth noticing that AT A is a diagonal matrix whose
entities A2(n, n) are zeroes when Cx,y = Cx−1,y = Cx+1,y or
in other words when texture values around (x, y) is the same in
the horizontal direction. The matrix AT A reflects edges con-
tribution in the texture domain along the horizontal direction.
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Accordingly, having zero entities on the diagonal of AT A, at
(n, n), means that the depth distortion Dc − Hdc at position
(x, y) is irrelevant to Ed . Thus if the depth map in such po-
sition is down-sampled then in the decoder side they can be
up-sampled using a simple interpolator without having major
impact on Ed , in this case the smaller the baseline the more ac-
curate this conclusion. Since the zero diagonal entities of AT A
do not affect Ed , the problem of finding proper down-sampling
pattern of the depth map, for the interpolation matrix H, will
be reformulated by taking only the non-zero diagonal entities
of A into account. In the following the indexes of these entities
will be represented by I = {n : A(n, n) �= 0}. Consequently
equation (13) will be represented as

Ed ≈ α2‖A(Dc − Hdc)‖2 (14)

where A is a diagonal matrix whose entities are A(n, n);n ∈ I.
The column vector Dc is obtained from Dc and its entities are
Dc(n);n ∈ I; similarly, H is obtained from H and its entities
are H(n,m);n ∈ I,∀m. At this stage minimizing the objec-
tive function J = mindc ‖A(Dc − H dc)‖2 allows to find the
optimal down-sampled depth image for the interpolation ma-
trix H. This objective could be achieved by finding the solu-
tion to the equation ∂J

∂dc
= 2(A H)T (A Dc − A H dc) = 0.

Accordingly, the optimal down-sampled depth map can be
expressed as

d∗
c =

(
H

T
A

2
H

)−1
H

T
A

2
Dc . (15)

It is worth noticing that A
2

is an invertible matrix and that

H
T

H is a positive semidefinite matrix. (15) is the solution for
the optimal depth map down-sampling operation for a given
interpolation method, where VSD is minimized. It is possible to
observe that, the down-sampling approach is derived from the
VSD function, which is an approximate function. Nevertheless,
this function has been widely accepted because of its good
precision.

C. Depth Coding Optimization

In the standardization of 3D-AVC, VSD has been used as an
important metric for the selection of the coding mode in depth
coding. The VSD evaluation function has been implemented in
3D-AVC and 3D-HEVC. In the case of that depth maps have the
same resolution as texture, VSD can be described as (16), shown
at the bottom of the page. In 3D-AVC, the default setting is that
depth maps are encoded at a reduced resolution, where depth
maps have different resolution from texture. The resolution of
depth/texture should be adjusted before computing VSD.

In 3D-AVC, VSD can be calculated in both down-sampling
domain and up-sampling domain. In down-sampling domain,
each depth pixel corresponds to four texture pixels, i.e.,
(x, y) in depth corresponds to (2x, 2y), (2x, 2y + 1), (2x +
1, 2y), (2x + 1, 2y + 1) in texture. VSD can be described as
(17), shown at the bottom of the page.3 Here, d is the in-
put down-sampled depth block and d̂ represents the decoded
down-sampled depth block. In down-sampling domain, only
coding distortion is considered when computing VSD. In [24],
an approach to compute VSD in up-sampling domain is pro-
posed, which can be described as (18), shown at the bottom
of the page. In (18), H denotes the up-sampling operator. In
this scheme, each depth block is up-sampled before computing
VSD.4 However, this approach does not consider the down/up-
sampling-caused distortion for VSD evaluation (16)-(19) are
shown at the bottom of the page.

In this paper, Fig. 2 shows the block diagram of the pro-
posed depth coding scheme. Firstly, the original depth map
is down-sampled to low resolution prior to encoding off-line.
Then, texture image (full resolution) and depth map (low res-
olution) will be encoded. In the process of depth coding, the
decoded down-sampled depth block is firstly up-sampled using
the interpolation method which is also used in the decoder side5

3The implement can be found in the function compute VSD FlexDepth UN
of 3D-ATMv9.0.

4The implement can be found in the function compute VSD16x16,
compute VSD8x8, compute VSD4x4.

5Any interpolation method could be used given that both encoder and decoder
use the same interpolation methods, such as bilinear. In this experiment, we take
bilinear sampling method as example.

V SD =
∑

∀(x,y )

⎡

⎣α |D(x, y) − D̂(x, y)|︸ ︷︷ ︸
full resolution

(|Ĉx,y − Ĉx−1,y | + |Ĉx,y − Ĉx+1,y |)
2

⎤

⎦
2

(16)

V SD =
∑

∀(x,y )

⎡

⎢⎣α |d(x, y) − d̂(x, y)|︸ ︷︷ ︸
low resolution

∑
k,l=0,1

(|Ĉ2x+k,2y+ l − Ĉ2x−1+k,2y+ l | + |Ĉ2x+k,2y+ l − Ĉ2x+1+k,2y+ l |)

8

⎤

⎥⎦

2

(17)

V SD =
∑

∀(x,y )

⎡

⎣α |Hd − Hd̂|︸ ︷︷ ︸
full resolution

|Ĉx,y − Ĉx−1,y | + |Ĉx,y − Ĉx+1,y |
2

⎤

⎦
2

(18)

V SDproposed =
∑

∀(x,y )

⎡

⎣α |D − Hd̂|︸ ︷︷ ︸
full resolution

|Ĉx,y − Ĉx−1,y | + |Ĉx,y − Ĉx+1,y |
2

⎤

⎦
2

(19)
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Fig. 2. Diagram of the proposed depth coding scheme.

before computing VSD. Then, the up-sampled depth block as
well as the associated decoded texture signal (full resolution) are
jointly used to evaluate the VSD. Here, different from the VSD
function in up-sampling domain [24], in our proposed scheme,
the original full resolution depth map is also used to assist the
VSD evaluation. In this case, it takes into account the coding
distortion as well as the down/up-sampling-caused distortion. In
the proposed coding scheme, the VSD function could be modi-
fied as (19), where d̂ is the decoded down-sampled depth block,
Hd̂ is the up-sampled version of the decoded depth block and
Ĉ represents the decoded texture block. Different from (18),
(19) uses the original depth map D which is full resolution, in-
stead of using the up-sampled depth map Hd. By doing this, the
down/up-sampling distortion is also considered in this formula.

III. EXPERIMENTAL RESULTS

This section describes the experimental results of the
proposed depth down-sampling and depth coding method.
Firstly, the basic experimental setups are depicted. Then, the
Rate-Distortion (R-D) performance of the proposed scheme
is compared with 3D-AVC. Finally, a complexity comparison
against 3D-AVC is concluded to evaluate the proposed scheme.

A. Experimental Setup

In our experiments, the 3DV test sequences used are listed in
Table I. The synthesized view is the intermediate view by using
View Synthesis Reference Software (VSRS 3.5) [25]. To en-
code two views of texture and depth with inter-view prediction,
3D-AVC reference software ATM 9.0 [26] is used. The en-
coder configurations follow the common test conditions (CTC)
defined by JCT-3V [27], where the first 100 frames of each se-
quence including texture and depth views are encoded. Texture
views are encoded with full resolution, while depth views are
down-sampled prior to encoding by: 1) using the method 1 of
JSVM [28] (included in the Starter-kit) which is set as default
in 3D-AVC; 2) using non-linear down-sampling [16]; 3) using

TABLE I
3DV TEST SEQUENCES USED FOR THE EXPERIMENT

Sequences Encoded Synthesized Resolution Tested
View View Frames

Newspaper 2,4 3 1024 × 768 100
Kendo 1,3 2 1024 × 768 100
Balloons 1,3 2 1024 × 768 100
Poznan Street 3,5 4 1920 × 1088 100
Poznan Hall2 3,5 4 1920 × 1088 100
Undo Dancer 1,5 3 1920 × 1088 100
GT fly 1,5 3 1920 × 1088 100

TABLE II
CODING EFFICIENCY OF PROPOSED DOWN-SAMPLING STAGE

VERSUS ANCHOR, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR(%) dPSNR(dB)

Newspaper −1.1186 0.0415
Kendo −0.9003 0.0388
Balloons −1.9014 0.0665
Poznan Street −1.1664 0.0413
Poznan Hall2 −1.6026 0.056
Undo Dancer −1.7769 0.0591
GT fly −0.6241 0.0138
Average −1.2986 0.0453

our proposed down-sampling method. Then, the decoded depth
view is up-sampled to the original resolution by using bilinear
interpolation method in the decoder side. We tested the pro-
posed method with four quantization parameters (QPs) {26, 31,
36, 41} for the base view, where the same QP is used for both
texture and depth views.

B. Results

1) Performance of Proposed Down-Sampling Stage: In or-
der to measure the performance of each stage in the proposed
scheme, the proposed depth down-sampling method described
in Section II-B, is firstly compared with the default depth down-
sampling method used in 3D-AVC and depth non-linear down-
sampling method, respectively. Based on CTC, texture images
are full resolution and depth maps are down-sampled in prior
to encoding. Both texture and down-sampled depth are encoded
with 3D-AVC. For the “anchor” scheme, depth maps are down-
sampled by using the method 1 of JSVM; for the “non-linear”
scheme, depth maps are down-sampled by using the nonlinear
resampling method [16]; for the “proposed down-sampling”,
the proposed down-sampling method is applied to sample depth
maps.

The Bjontegaard delta bitrate (dBR) and delta Peak Signal-
to-Noise Ratio (dPSNR) [29] are used for the objective evalua-
tion of the R-D performance, where the negative values (dBR)
indicate reduction of the total bitrate and the positive values
(dPSNR) indicate improvement of the synthesized view PSNR.
The obtained results of “proposed down-sampling” compared
with “anchor” are reported in Table II. The average reduction of
total bitrate, which includes both texture and depth, is around
1.3%. As reported in Table III, the average reduction of total
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TABLE III
CODING EFFICIENCY OF PROPOSED DOWN-SAMPLING STAGE

VERSUS NON-LINEAR, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR (%) dPSNR (dB)

Newspaper −1.3784 0.0416
Kendo −0.6993 0.0316
Balloons −0.6597 0.0161
Poznan Street −1.1482 0.0327
Poznan Hall2 −1.3430 0.0247
Undo Dancer −0.5289 0.0107
GT fly −0.3705 0.0081
Average −0.8754 0.0236

TABLE IV
CODING EFFICIENCY OF MODIFIED CODING STAGE VERSUS 3D-AVC IN

DOWN-SAMPLING DOMAIN, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR (%) dPSNR (dB)

Newspaper −2.9058 0.1012
Kendo −0.7606 0.0295
Balloons −0.23 0.0101
Poznan Street −0.749 0.0168
Poznan Hall2 −1.8842 0.0372
Undo Dancer −1.6031 0.0618
GT fly −0.9681 0.0165
Average −1.3001 0.039

bitrate is 0.88% compared the “proposed down-sampling” with
“non-linear down-sampling”. As can be observed from Tables II
and III, for the sequences “Newspaper” and “Poznan_Hall2”,
the R-D improvement is larger than that of other sequences. Be-
cause there is more boundary information in these sequences,
which plays a significant role during virtual view synthesis. By
taking into account VSD during down-sampling process, more
boundary information can be preserved. Consequently, higher
synthesized view quality can be obtained.

2) Performance of Proposed Coding Stage: In Section II-C,
a modified VSD function is proposed, where the reconstructed
depth block is up-sampled and used to evaluate VSD before
coding mode decision. Thus, the down/up-sampling distortion
and coding distortion can be jointly considered to select the best
coding mode. In this section, the performance of the proposed
coding scheme (denoted as “modified coding stage”) is com-
pared with 3D-AVC. The original texture video and the default
down-sampled depth maps are used as input in both “3D-AVC”
and “modified coding stage”. As described in II-C, the distortion
function based on the up-sampling domain in [24] has been pro-
posed and integrated into 3D-AVC. Hence, the proposed coding
scheme is used to compare with 3D-AVC in the down-sampling
domain (17) and up-sampling domain (18) in our experiment,
respectively. The average of bitrate reduction against “3D-AVC
with down-sampling domain” is around 1.3% as reported in
Table IV, while the average of bitrate reduction against “3D-
AVC with up-sampling domain” is near to 1.26% as shown in
Table V. In general, the down-sampling operation introduces
more distortion into the boundary regions than the homoge-
neous regions. By up-sampling the decoded depth block before

TABLE V
CODING EFFICIENCY OF MODIFIED CODING STAGE VERSUS 3D-AVC IN

UP-SAMPLING DOMAIN, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR (%) dPSNR (dB)

Newspaper −1.9043 0.0651
Kendo −0.2613 0.0113
Balloons −0.8784 0.0348
Poznan Street −1.1858 0.0176
Poznan Hall2 −2.8677 0.056
Undo Dancer −1.2132 0.0353
GT fly −0.4859 0.0037
Average −1.2567 0.032

TABLE VI
CODING EFFICIENCY OF PROPOSED VERSUS 3D-AVC IN DOWN-SAMPLING

DOMAIN, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR (%) dPSNR (dB)

Newspaper −3.1703 0.1032
Kendo −1.7771 0.0783
Balloons −4.0126 0.1462
Poznan Street −1.7213 0.0436
Poznan Hall2 −3.1762 0.0934
Undo Dancer −2.8926 0.1001
GT fly −1.6125 0.0443
Average −2.6232 0.087

TABLE VII
CODING EFFICIENCY OF PROPOSED VERSUS 3D-AVC IN UP-SAMPLING

DOMAIN, IN TERMS OF BJONTEGAARD METRICS

Sequences dBR (%) dPSNR (dB)

Newspaper −2.139 0.0673
Kendo −1.243 0.0588
Balloons −4.6656 0.1713
Poznan Street −2.4112 0.0486
Poznan Hall2 −4.1713 0.1107
Undo Dancer −2.3508 0.074
GT fly −1.1136 0.0311
Average −2.5849 0.0803

evaluating the synthesized view distortion, the distortion intro-
duced by down/up-sampling can also be taken into account in the
coding selection step. Thereby, for the sequence “Newspaper”
and “Poznan_Hall2” with much boundary information, larger
gains can be obtained compared with other sequences. Never-
theless, for the other sequences, a small gain can also be seen,
such as “Kendo” and “GT_fly”. It means that down/up-sampling
distortion plays a role in influencing the R-D performance of
resolution-reduction depth coding.

3) Overall Performance: In the proposed scheme, through
minimizing the down-sampling-caused and coding-caused
VSD, the best R-D performance can be achieved. The results
against 3D-AVC are shown in Tables VI and VII, where “pro-
posed” indicates that both the proposed down-sampling and pro-
posed coding schemes are jointly applied. As can be observed
from Table VI, the average bitrate reduction against “3D-AVC
with down-sampling domain” is 2.62%, while the average bitrate
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TABLE VIII
COMPLEXITY COMPARISON AGAINST ANCHOR

Sequence Original coding Modified coding Proposed
stage stage

(Enc. Time) (Enc. Time) (Enc. Time)

Newspaper 105.99% 122.44% 117.08%
Kendo 88.80% 92.26% 99.44%
Balloons 96.43% 110.14% 107.52%
Poznan Street 73.23% 122.36% 123.05%
Poznan Hall2 58.98% 80.55% 86.74%
Undo Dancer 94.34% 109.94% 116%
GT fly 128.24% 141.30% 126.89%
Average 92.29% 111.28% 110.96%

reduction is near to 2.58% against “3D-AVC with up-sampling
domain” in Table VII. As expected in this experiment, we found
that by jointly using the proposed depth down-sampling and
coding scheme, the sequences with much boundary informa-
tion could achieve larger R-D performance gain, compared with
separately using one of two proposed approaches; while for the
sequences with little boundary information, the improvement
is limited. But against anchor, the gains are obvious. We can
conclude that by considering the down/up-sampling-caused and
coding-caused VSD in the whole process of down-sampling
and coding, a better compression for depth maps and higher
objective quality for synthesized views can be achieved.

C. Complexity of Coding

In this section, the coding complexity of the proposed scheme
is compared in terms of running time. Here, we set the coding
configuration with CTC as anchor, where the default down-
sampled depth maps are encoded with 3D-AVC. The testing
environment is an Intel Core2 3.0 GHz with 4 GB RAM. In this
experiment, three coding configurations are considered:

1) the down-sampled depth maps using the proposed depth
down-sampling method are encoded with 3D-AVC;

2) the default down-sampled depth maps are encoded with
the proposed coding scheme;

3) the down-sampled depth maps using the proposed depth
down-sampling method are encoded with the proposed
coding scheme.

The running time results of the proposed coding scheme
is listed in Table VIII, where the “original coding stage”
presents the down-sampled depth maps using the proposed
depth-sampling method are encoded with 3D-AVC, “modified
coding stage” is the default down-sampled depth maps are en-
coded with the proposed coding scheme, and “proposed” de-
notes that the down-sampled depth maps using the proposed
depth down-sampling method are encoded with the proposed
coding scheme. In average, the complexity of “original coding
stage” is relatively similar with that of anchor; whereas for
“modified coding stage” and “proposed”, the run time doesn’t
largely increase. In some cases, the run time of encoding is
less than the anchor. Since the mode decision is based on the
modified mode selection function, more Skip and Direct modes
might be selected during encoding; Therefore, the proposed

scheme strikes a better trade-off between the coding gain and
complexity.

IV. CONCLUSION

In this paper, we have proposed an optimal depth map down-
sampling and coding scheme based on synthesized view distor-
tion. Different from the conversional down-sampling methods,
we introduced the synthesized view distortion into the depth
map down-sampling and coding procedure. Consequently, we
obtained a better R-D performance by minimizing the down-
sampling and synthesized view distortion. The effectiveness of
the proposed approach was demonstrated by the results.
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